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Abstract

We propose a method of learning indicative conditional information. An
agent learns conditional information by Jeffrey imaging on the minimally
informative proposition expressed by a Stalnaker conditional. We show that
the predictions of the proposed method align with the intuitions in Douven
(2012)’s benchmark examples. Jeffrey imaging on Stalnaker conditionals
can also capture the learning of uncertain conditional information, which we
illustrate by generating predictions for the Judy Benjamin Problem.
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1 Introduction

“How do we learn conditional information?” Igor Douven et al. present this ques-
tion for consideration in a series of papers.! Douven (2012) contains a survey of
the available accounts that model the learning of conditional information. The sur-
vey comes to the conclusion that a general account of probabilistic belief updating
by learning (uncertain) conditional information is still to be formulated. Douven
and Pfeifer (2014) analyses the state of the art even more pessimistically by writ-
ing that “no one seems to have an idea of what an even moderately general rule
of updating on conditionals might look like”, even if we restrict the scope of the
account to indicative conditionals.?

Douven (2012) dismisses the Stalnaker conditional as a means to model the learn-
ing of conditional information. He argues for the dismissal by pointing out that the
Stalnaker conditional “makes no predictions at all about any of our examples”.?
Douven provides three possible worlds models for his point. Each model consists
of four worlds such that all logical possibilities of two binary variables are covered.
He observes that imaging on “If @, then y” interpreted as a Stalnaker conditional
has different effects: in model I the probability of the antecedent «, i.e. P(a)
decreases, in model II P(a) remains unchanged, and in model III P(a) increases.
According to Douven this flexibility of the class of possible worlds models is a
problem rather than an advantage, since there were no rationality constraints to

rule out certain models as rational representations of a belief state.

Pace Douven, we show that his dismissal of the Stalnaker conditional is unjustified
by proposing an updating method based on the Stalnaker semantics and inspired
by Lewis’s imaging method. The core idea of the proposed method is that an
agent learns conditional information by Jeffrey imaging on the minimally informa-
tive meaning of the corresponding Stalnaker conditional. The method models the
three examples Douven takes as benchmark for an account of learning conditional
information. In addition, Jeffrey imaging, our generalisation of Lewis’s imaging
method, accounts for the learning of uncertain conditional information, as we will
illustrate by applying our learning method to Bas Van Fraassen (1981)’s Judy Ben-
jamin Problem.

In Section 2, we propose our probabilistic method of learning indicative conditional

!Cf. Douven and Dietz (2011), Douven and Romeijn (2011), Douven (2012), Douven and Pfeifer
(2014, especially Section 6).

2Douven and Pfeifer (2014, p. 213).

3Douven (2012, p. 247).



information. First, we introduce the concepts of a Stalnaker conditional, Lewis’s
imaging, and our generalisation thereof. Based on these concepts, we supplement
the properties of a Stalnaker model’s similarity order by the minimally informative
interpretation of a Stalnaker conditional and a default assumption. We justify both
by the rationale that belief changes should be as conservative as possible. We show
that the supplemented Stalnaker models provide sufficient constraints to model the
learning of indicative conditional information by applying the learning method to
Douven’s examples as well as the Judy Benjamin Problem. Thereby we recover
possible worlds approaches from Douven’s dismissal.

2 A Probabilistic Method of Learning Indicative Condi-
tional Information

The proposed learning method may be summarised as follows. (i) We model an
agent’s belief state as a Stalnaker model. (ii) The agent learns conditional infor-
mation by (ii).(a) interpreting the received conditional information as a Stalnaker
conditional, (ii).(b) constraining the similarity order by the meaning of the Stal-
naker conditional in a minimally informative way and in presence of the default
assumption, and (ii).(c) updating her degrees of belief by Jeffrey imaging on this
Stalnaker conditional (together with further contextual information, if available).
(iii) We check whether or not the result of (Jeffrey) imaging complies with the
correct intuitions associated with the scenario under consideration.

In Section 2.1, we introduce the meaning of a Stalnaker conditional. In Section 2.2,
we present Lewis’s updating method called ‘imaging’, which relates the probabil-
ity of a Stalnaker conditional and the probability of the consequent after imaging
on the antecedent. In Section 2.3, we generalise Lewis’s imaging in order to model
cases of learning uncertain conditional information. In Section 2.4, we describe
our method of learning conditional information in more detail, before we apply the
method, in Section 2.6, to Douven’s examples and the Judy Benjamin Problem.
In Section 2.5, we provide a rationale for the minimally informative interpreta-
tion of Stalnaker conditionals and the default assumption for learning conditional
information.



2.1 The Stalnaker Conditional

The idea behind a Stalnaker conditional may be expressed as follows: a Stalnaker
conditional @ > v is true at a world w iff y is true in the most similar possible
world w’ to w, in which a is true.* The evaluation of a Stalnaker conditional
requires a model of possible worlds. A model of possible worlds, in turn, requires
the specification of a logical language.

Definition 1. Full Conditional Language
Let Prop be the set of atomic propositions. Then £ be a set of formulas such that

(i) for each py, pa,... € Prop, p; € L,
(i) ifa,ye L,then-a € Landa Ay e L,
(i) ifa,y e L, thena >y e L,

(iv) and no other expressions are in L.
We say that £ is the full conditional language.

The full conditional language £ contains any type of Boolean combination of
conditionals, e.g. (@ > y) A B € L, and arbitrary nestings of conditionals, e.g.

a>(yA(B>09)).

Let w denote a Boolean assignment, or equivalently a possible world. We denote
the set of Boolean assignments, or equivalently the set of possible worlds, that sat-
isfy a formula a by [a]. We thus identify the set [a] with the proposition expressed
by a@. In symbols, [a] = {w e W | w(a) = 1}.

Definition 2. Stalnaker Model
We say that Mg, = (W, R, <, V) is a Stalnaker model iff

(i) W is a non-empty set of possible worlds,
(i) R : W x W is a binary accessability relation over worlds such that:

(a) for all w € W: wRw. (Reflexivity)

4Cf. Stalnaker (1975). Note that Stalnaker’s theory of conditionals aims to account for both
indicative and counterfactual conditionals. We set the complicated issue of this distinction aside in
this paper. However, we want to emphasise that Douven’s examples and the Judy Benjamin Problem
only involve indicative conditionals.



(iii) < assigns each w € W a total order <,, such that:

(a) for all w,w’,w"” € W:if w <, w” and wRw", then wRw’.

(b) forall w,w’ € W: w’ <, w, only if w’ = w. (Unique Center Assump-
tion)

(c) forallw,w’,w” € W: w' <, w”’ orw” <, w. (Connectivity)

(d) for all w,w’" € W: if wRw’ for some w’ € [a] € W, then there is a
w' € [a] such that w"’ <, w”’ € [a].> We say that w” is
the unique a-world minimal under <,,. In symbols, w"” = ming [a].
(Stalnaker’s Uniqueness Assumption)

444

for all w

(iv) V is an evaluation function of the full conditional language £ iff

(a) Vp e Prop,Nwe W :V(p,w)=1iff w(p) =1iff wE p,
(b) and Ya,y and Yw € W:
i we-aiff we a
. wekaAyiffweaandwEy
iii. wE a > yiff ming [a] F y if there is a min< [a].

We comment on two aspects of Definition 2. (I) We presented an equivalent vari-
ant to Stalnaker’s original models that emphasizes the similarity order < between
® We interpret the world
w’ = ming, [a] as the most similar @-world from w. (II) The accessability relation
R is connective due to (iii).(a), (iii).(c), and (iii).(d) of Definition 2.

possible worlds, instead of a world selection function.

Now, we can state more precisely the meaning of a Stalnaker conditional. “If «,
then y”” denotes according to Stalnaker’s proposal the set of worlds (or equivalently
the proposition) containing each world whose most similar @-world is a world that
satisfies y. In symbols, [@ > y] = {w | w E @ > y} = {w | ming [a] = 0 or
ming [a] E y}.

Finally, note that any Stalnaker model validates the principle called ‘Conditional
Excluded Middle’ according to which (¢ > ) V (@ > —y). The reason is that,
for any w € W, the single most similar a-world min< [a] is either a y-world, or
else a —y-world. This principle will come in handy when modeling the learning
of conditional information with uncertainty. In Section 2.6.4, we will apply our
method to the learning of uncertain conditional information. First, however, we
introduce Lewis’s imaging method and our generalisation thereof.

SHere as elsewhere in the paper, the strict relation w’ <,, w” is defined as w’ <,, w” and w” £, w'.
®For Stalnaker’s presentation of his semantics see Stalnaker and Thomason (1970).



2.2 Lewis’s Imaging

We present David Lewis’s probabilistic updating method called ‘imaging’.” We
introduce a notational shortcut: for each world w and each (possible) antecedens
a, Wo = ming, @] be the most similar world of w such that w,(a) = 1. Invoking
the shortcut, we can then specify the truth conditions for Stalnaker’s conditional
operator > as follows.

w(a > y) = wo(y), if @ is possible.? (1)

Definition 3. Probability Space over Possible Worlds
We call (W, p(W), P) a probability space over a finite set of possible worlds W iff

(i) (W) is the set of all subsets of W,
(i1) and P : (W) — [0, 1] is a probability measure, i.e.

(@ P(W)=1,P@0) =0,
(b) andforall X, Y C Wsuchthat XNY =0, P(XUY)=PX)+ P).

As before, we conceive of the elements of (W) as propositions. We define, for
each @, P(a) = P([a]). We see that W corresponds to an arbitrary tautology de-
noted by T and 0 to an arbitrary contradiction denoted by L. Definition 3 allows
us to understand a probability measure P as a probability distribution over worlds
such that each w is assigned a probability P(w) > 0, and }, P(w) = 1. We may
determine the probability of a formula @ by summing up the probabilities of the
worlds at which the formula is true.’

P(@) = ) P(w)- w(a) )

Now, we are in a position to define Lewis’s updating method of imaging.

TCf. Lewis (1976).

8We assume here that there are only finitely many worlds. Note also that if « is possible, then
there exists some w,.

9We assume here that each world is distinguishable from any other world, i.e. for two arbitrary
worlds, there is always a formula in £ such that the formula is true in one of the worlds, but false in
the other. In other words, we consider no copies of worlds.



Definition 4. Imaging (Lewis (1976, p. 310))
For each probability function P, and each possible formula a, there is a probability
function P® such that, for each world w’, we have:

0 otherwise

1 ifwy,=w
PO = ) PO { e } 3)
w
We say that we obtain P* by imaging P on «, and call P* the image of P on a.

Intuitively, imaging transfers the probability of each world w to the most similar
a-world w,. Importantly, the probabilities are transfered, but in total no probability
mass is additionally produced and no probability mass is lost. In formal terms, we
have always ., P*(w’) = 1. Any a-world w’ keeps at least its original probability
mass (since then w, = w’), and is possibly transfered additional probability shares
of =a-worlds w iff min< [a] = w’. In other words, each a-world w’ receives as its
updated probability mass its previous probability mass plus the previous probabil-
ity shares that were assigned to ~a-worlds w such that min< [a] = w’. In this way,
the method of imaging distributes the whole probability onto the @-worlds such
that P*(@) = }.,a)=1 PW(@)) = 1, and each share remains ‘as close as possible’ at
the world at which it has previously been located. For an illustration see Figure 1.



Figure 1: A set of possible worlds. The blue area represents the proposition or
set of worlds [@] = {w3,ws,we,ws}. The teal arrows represent the transfer of
probability shares from the respective [~a]-worlds to their most similar [a]-world.
Similarity is graphically represented by topological distance between the worlds
such that w3, for instance, is the most similar or ‘closest’ [a]-world to wy.

Lewis proved the following theorem, which will be useful to model the respective
examples.

Theorem 1. (Lewis (1976, p. 311))
The probability of a Stalnaker conditional equals the probability of the consequent
after imaging on the antecedent, i.e. P(a > y) = P*(y), if a is possible.

Note that « in Theorem 1 may itself be of conditional form 8 > ¢ for any 8,6 € L.

2.3 Jeffrey Imaging

For the case of learning uncertain conditional information, we need to generalise
Lewis’s imaging method of Definition 4. In analogy to Jeffrey conditionalisation,
we call the generalised method ‘Jeffrey’ imaging.!” Jeffrey imaging is based on

10Cf. Jeffrey (1965). In personal communication, Benjamin Eva and Stephan Hartmann mentioned
that the idea behind Jeffrey imaging is already used in artificial intelligence research to model the



Lewis’s imaging and the fact that in a Stalnaker model the principle of Conditional
Excluded Middle prescribes that =(a > y) = @ > —y. We know, for allw € W,
presupposed @ > vy is possible, both (I) that },, P*”Y(w) sums up to 1 and (II) that
>w PY77(w) sums up to 1. The idea is that if we form a weighted sum over the
terms of (I) and (II) with some parameter k € [0, 1], then we obtain again a sum of
terms PZ>V(W) such that )}, PZ>V(W) = 1. Note, however, that we present the more
general case Py (w) in the definition below.

Definition 5. Jeffrey Imaging

For each probability function P, each possible formula @ € £ (possibly of condi-
tional form 8 > §), and some parameter k € [0, 1], there is a probability function
P} such that, for each world w’ and the two similarity orderings centred on w, and
W-og, We have:

o ' k ifWa:W/ ) (1 —k) ifW_,(y:W/
Pi(w") = EW:(P(W) { 0 otherwise }+ P(w) { 0 otherwise }) @

We say that we obtain P}’ by Jeffrey imaging P on @ € £, and call P} the Jeffrey
image of P on a. Note that in the case where k = 1, Jeffrey imaging reduces to
Lewis’s imaging.

Theorem 2. Properties of Jeffrey Imaging

1 2w PZ(W/) =1
(i) P¥(a) = k
(iii) PY(—a) =(1-k)

(iv) Pi(y) = k- P(a>y)

retrieval of information. Sebastiani (1998, p. 3) mentions the name ‘Jeffrey imaging’ without writing
down a corresponding formula. Crestani (1998, p. 262) says that Sebastiani (1998) suggested “a new
variant of standard imaging called retrieval by Jeffrey’s logical imaging”. However, the formalisation
of Jeffrey’s idea on p. 263 differs from mine in at least two respects. (i) An additional truth evaluation
function occurs in the formalisation for determining whether a formula (i. e. ‘query’) is true at a world
(i.e. ‘term’). (ii) Instead of a parameter k locally gouverning the probability kinematics of each
possible world, Crestani simply uses a global constraint on the posterior probability distribution.

10



Proof. (1)

St =3 Yiron-{ g e s

w

(I-k) ifwoy=w
P(w) - Al
) { 0 otherwise ) gebra

I ifw, =w
= > (k- ) Pw)-
;( ; ™) { 0 otherwise }+

1 ifwg=w _
k-1)- ZW: P(w) - { 0 othomvice }) by Def. 4, ; ZW: Pw) =1

=k+k-1=1 for all k € [0, 1]
)
(i1)
Pi(a) = )" P(wa) - wal@) Definition 5
k ifw, =w,
B ;(ZW: Pw)- { 0 otherwise } *
Z Pw) - (1 =F) if Wo - Wa ) - we(@) Second term cancels out
— 0 otherwise
k ifwy, =w,
B Zwl Pow) ; { 0 otherwise } Wa(@) Algebra
=k- Z Pw) - wy(a) Algebra and (2)
=k-P(@)=k-Pla>a)=k
(6)
(ii1) Obvious.
(iv) Replace in (ii) the ‘consequent’ « by y.
O

We see that in total the revision method of Jeffrey imaging does neither produce
additional probability shares, nor destroy any probability shares. In contrast to
Lewis’s imaging, Jeffrey imaging does not distribute the whole probabilistic mass
onto the a-worlds, but only a part thereof that is determined by the parameter k.

11



In particular, as compared to Lewis’s imaging, Jeffrey imaging may be understood
as implementing a more moderate or balanced movement of probabilistic mass
between a- and —~a@-worlds. For an illustration see Figure 2.

C@ |Pw=k-Pu+(1-k) Py

Figure 2: An illustration of the probability kinematics of Jeffrey imaging. The
Jeffrey image P; is characterised by a ‘k-inertia’ of the probabilistic mass from
the respective a-worlds, and a ‘(1 — k)-inertia’ of the probabilistic mass from the
respective —a-worlds. Each teal arrow represents the transfer of the probability
share k - P(w) to the closest a-world from w. Each violet arrow represents the
transfer of the probability share (1 — k) - P(w) to the closest —a-world from w.

It is easy to show that P} is a probability function. In a possible worlds framework,
such a proof basically amounts to showing that the probability shares of all the
worlds sum up to 1 after Jeffrey imaging. Therefore, property (i) of Theorem 2
provides minimal justification for applying Jeffrey imaging to probabilistic belief
updating.

2.4 A Simple Method of Learning Conditional Information

We outline now a method of learning conditional information in three main steps.

(i) We model an agent’s belief state as a Stalnaker model Mg, = (W,R, <, V)
such that all and only those logical possibilities are represented as single

12



(i)

(ii1)

worlds, which are relevant to the scenario under consideration. For instance,
if only a single conditional “If @, then y” is relevant and nothing else, then
W contains exactly four elements as depicted in Figure 3.!!

An agent learns conditional information “If @, then y” iff (a) the agent inter-
prets the received conditional information as a Stalnaker conditional @ > v,
(b) changes the similarity order < by the meaning of & > vy in a minimally
informative way and respecting the default assumption, and (c) updates her
degrees of belief by Jeffrey imaging on the minimally informative meaning
of a > .

Finally, we check whether or not the result of Jeffrey imaging obtained in
step (ii).(c) corresponds to the intuition associated with the respective exam-
ple.

Step (ii) constitutes the core of the learning method and requires further clarifica-

tion.

(a)

(b)

In the agent’s belief state, i.e. a Stalnaker model, the received information
is interpreted. In the case of conditional information, the received informa-
tion is interpreted as Stalnaker conditional. Hence, if the agent receives the
information “If @, then y”, she interprets the information as meaning that
the most similar @-world (from the respective actual world) is a world that
satisfies y (presupposed « is possible). Technically, the interpretation (i. e.
the meaning) of @ > y relative to the Stalnaker model Mgs; is the proposition
[a > y] = {w € W | ming [a] € [y]}, where w is the respective actual world.

The similarity order(s) is/are changed upon receiving conditional informa-
tion. The proposition {w € W | min< [a] € [y]} depends on the similarity
order <. The learning method prescribes that < is specified, or adjusted,
such that from each world the most similar a-world is a y-world whenever
possible. In other words, the method demands a maximally conservative,
or equivalently minimally informative, interpretation of the received infor-
mation. This amounts to specifying or adjusting the orders <,, such that as
many worlds as possible satisfy the received information. On the one hand,
we can describe this interpretation as maximally conservative in the sense
that no worlds are gratuitously excluded. On the other hand, we may think of

""In other words, we consider “small” possible worlds models and do not allow for copies of
worlds, i. e. worlds that satisfy the same formulas.

13



possible worlds as information states. Then the exclusion of possible worlds
corresponds to a gain of information. If an agent interprets the received in-
formation in a maximally conservative way, then as few as possible worlds
or information states are excluded. In this sense, her gain of information is
minimal. We will also use the abbreviation [@ > 7], for the minimally
informative proposition expressed by a > v.

The learning method prescribes that the agent changes her similarity order
respecting a default assumption. This default assumption states that the most
similar @ > y-world from any excluded @ > —y-world is a @ A y-world, if
there is more than one candidate. Formally, this constraint expresses that
ming, .. la >yl £ a Ay, if ming,, [e > y]is underdetermined.
(minﬁw(oo—‘y):l [
any world w such that w(a > —y) = 1 given the minimally informative sim-
ilarity order <.) Notice the interplay between the two constraints for the
similarity order: the minimally informative interpretation of the Stalnaker
conditional minimises the number of worlds which might have several can-
didates for the most similar @ > y-world and, based on this interpretation,
the default assumption determines the most similar [@ > y]-world for each
world having more than one candidate world (at least in absence of further
information).

a > ] denotes the respectively most similar @ > y-world from

(c) Jeffrey imaging is applied on the minimally informative meaning of the Stal-
naker conditional @ > y. The application of Jeffrey imaging determines a
probability distribution after learning the (uncertain) conditional informa-
tion.

We note that the proposed learning method has the following properties resembling
modus ponens and modus tollens. If the agent already knows [a] (or [—y] resp.),
learning the minimally informative proposition [a > ] implies that the agent also
knows [y] (or [—a] resp.).

14
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Figure 3: A four-worlds Stalnaker model for a case, in which the only received
and relevant information is “If @, then ”. The reflexive arrows illustrate that each
world w is the most similar to itself under the respective similarity order <,,. The
blue arrows illustrate the change of the similarity order such that the received and
interpreted information [@ > 7] is minimally informative. Here, the minimally
informative meaning of @ > yis[a > y] ={w e W |w E a > y} = {w, w3, wa}.
Note that according to (iii).(b) and (iii).(d) of Definition 2 world w; is its own most
similar @-world, but does not satisfy v, i.e. minsw2 [a] ¥ v and thus minsw2 [a >
¥l # wa. Relying on the default assumption of step (ii).(b), minc, [a > y] =
w(a A y) = wi. In words, the method prescribes that wy is the most similar @ > y-
world to wy, which is excluded under the minimally informative meaning of a > 7.
This illustrates that the minimally informative meaning [@ > y] implies that —y is
excluded under the supposition of @. Hence, imaging on the minimally informative
meaning of @ > y ‘probabilistically excludes’ w; and the probability share of w,
will be fully transferred to w.

15



2.5 A Rationale for the Minimally Informative Interpretation and the
Default Assumption

We aim to justify the minimally informative interpretation of conditional informa-
tion and the default assumption by the following rationale: an agent should change
her belief state as conservatively as possible when learning a proposition. We say
that a belief change is as conservative as possible, or equivalently maximally con-
servative, iff the change is not stronger than necessary to believe the received in-
formation.!?

We argue first that the rationale of maximally conservative belief change war-
rants the minimally informative interpretation of the received conditional infor-
mation. The learning of an indicative conditional is constraint by its meaning.
By Stalnaker’s semantics, an indicative conditional @ > y means that vy is the
case on the supposition of @. Hence, upon learning the indicative conditional
(and having or receiving no more information), the agent does not necessarily
learn whether or not « is the case, and a fortiori whether or not 7y is the case.
However, the agent learns at least that the conjunction @ A —vy is not possible.
Correspondingly, the minimally informative meaning of [a@ > 7], or equivalently
[@ > Y]min = @ Ay) V (ma Ay) V (ma A —y)], is exhausted by all those possible
worlds that verify the material implication.l3 Consequently, [-a] C [@ > ¥]nin and
[v] C [@ > Y]min, which means that the minimally informative proposition [a > y]
is less informative than [—a] and [y], respectively. When learning [@ > ¥],i, and
having or receiving no more information, an agent learns only that the @ A —y-world
is excluded, whereas the learning remains silent on the status of the —a-worlds.
Learning only [@ > y]in thus qualifies as a maximally conservative belief change:
the agent believes the conditional information [« > y] without believing any of the
more informative propositions [«@], [-a], [y] and/or [—y].

There comes a problem of underdetermination when learning the minimally in-
formative proposition [@ > 7y]. In general, the most similar @« > y-world from
any excluded —(a > 7y)-world is underdetermined, and thus it is not determined
whereto the probability shares of the excluded worlds are transferred. In the Stal-
naker model depicted in Figure 3, for instance, there are three candidate worlds

12For proposals and justifications of a similar rationale, see Gérdenfors (1988) and van Benthem
and Smets (2015). For a critical and elucidating discussion of the principle of minimal or conserva-
tive belief change, see Rott (2000).

3Here the question may arise why we do not simply learn conditional information by Jeffrey
imaging on the material implication. A short answer will be provided in the Conclusion.

16



for the most similar @ > y-world from the excluded w,. We resort to the default
assumption (introduced in Section 2.4) to solve the problem of underdetermination.

The default assumption states that the most similar @ > y-world from any excluded
a > —y-world is a @ A y-world, if there is more than one candidate. Observe that
all worlds included in the minimally informative proposition [@ > 7] are them-
selves, respectively, their unique most similar [@ > y]-world due to the reflexivity
of the acquired similarity order. In this way the minimally informative interpreta-
tion minimises the number of excluded worlds, for which the default assumption
may be needed to overcome the problem of underdetermination. In case only «
and 7y are relevant and all an agent learns is [@ > V], the default assumption
simply states that the @ A y-world is the most similar world to the excluded a A —y-
world. If the agent obtains additional information over and above [@ > ¥]uin, the
default assumption leads to different outcomes — depending on which additional
information is learned. The outcome’s non-rigidity or variability with respect to
different contextual information is illustrated by the Ski Trip Example and Driving
Test Example studied in sections 2.6.2 and 2.6.3, respectively.

There is a link between the default assumption and the probability distribution after
learning: in the case where the only received and relevant information is [@ > ¥]nin,
the default assumption is satisfied iff the probability of the antecedent remains
unchanged. Assume the default assumption is in place and an agent does not come
to believe a more informative proposition than [@ > ¥]lui,. Then our learning
method prescribes that the probability share of the @ A —y-world is transferred to
the @ Ay-world. Hence, P**?(a) = P(a). For the converse, assume P*(a) = P(a)
and that all an agent learns is [@ > ¥]uin- The only transferred probability share
is again P(a A —y). Suppose for reductio that P(a A —y) is transferred to some
—a-world. Since P(a A —y) > 0, P**Y(~a) would be greater than P(-a). By the
probability calculus, it would follow that P*”Y(a@) < P(a), which contradicts the
assumption. Hence, P(a A —y) is transferred to the @ Ay-world, and thus the default
assumption is satisfied.

We argue now that the default assumption is warranted by the rationale of max-
imally conservative belief change. A consequence of this rationale is that there
should be no belief change without any reason. (If there were such a belief change,
the change would be stronger than necessary, and thus violating the rationale.)
Upon learning the indicative conditional “If @, then y”, there seems to be no rea-
son to change the probability of the antecedent, at least in the absence of additional

17



information.'* As we have seen in the previous paragraph, if the agent does not
possess or receive additional information, the default assumption ensures that the
probability of the antecedent remains unchanged when learning “If @, then y” inter-
preted as [@ > ¥]uin. In the absence of further information, the default assumption
thus implements a demand of maximal conservativeness, viz. that the probability
of the antecedent should remain unchanged.

Let us consider cases where further contextual information is given. Here, the de-
fault assumption does not necessarily ensure that the probability of the antecedent
remains unchanged. If the contextual information is sufficient to uniquely deter-
mine the respective most similar world, we do not need to rely on the default as-
sumption. We will see below that additional (contextual) information may some-
times fully determine the epistemic states under consideration such that we are not
in need of the default assumption. If we need to rely on the default assumption, in
contrast, we should judge the assumption by its predictions for specific scenarios.
Unfortunately, there is a myriad of possible scenarios that differ in their contextual
information. However, we may refer again to the case studies in sections 2.6.2
and 2.6.3, in which our learning method generates the intuitively correct results.
Hence, the default assumption seems to be justified in absence and presence of
further information, at least prima facie. This being said, we encourage the search
for counterexamples to our learning method, especially counterexamples involving
contextual information.

In line with our learning method, Douven and Romeijn (2011) suggest that the
probability of the antecedent does not change upon learning an indicative condi-
tional, at least in the absence of further relevant information.!> They write:

We are inclined to think that Adams conditioning, or, equivalently,
Jeffrey conditioning with the explicit constraint of keeping the an-
tecedent’s probability fixed in the update [...] covers most of the cases
of learning a conditional. (p. 654)

Since Adams conditioning always keeps the probability of the antecedent fixed,

“Notice that the assumption of no additional information literally excludes that there is an epis-
temic reason, i. e. some belief apart from [@ > y],.,, to change the probability of the antecedent.

SDouven (2012) argues more precisely that the probability of the antecedent should only change
if the antecedent is explanatorily relevant for the consequent. It is noteworthy that if the probability
of the antecedent should intuitively change in one of Douven’s examples, the explanatory relations
always involve beliefs in additional propositions (apart from the conditional) given by the example’s
context description.
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it is no general method for learning conditional information, as sometimes this
probability should change. It “may entirely fall upon us”, so Douven and Romeijn
(2011, p. 660), “to decide, on the basis of contextual information, whether or not
[Adams conditioning] applies to the learning of a given conditional’; and further
“deciding when Adams conditioning applies, may be an art, or a skill, rather than
a matter of calculation or derivation from more fundamental epistemic principles.”

In contrast to Douven and Romeijn (2011), our learning method proposes a princi-
pled way how learning conditional information should affect the probability of the
antecedent. As a consequence of the minimally informative interpretation and the
default assumption, learning indicative conditional information does not alter the
probability of the antecedent in the absence of further information. If, in addition,
contextual information is learned, the default that the probability of the antecedent
remains unchanged may be violated. Given the respective contextual information,
our learning method automatically calculates a possibly changed probability for the
antecedent. No skilful decision about which method should be applied is required.

2.6 Douven’s Examples and the Judy Benjamin Problem

We apply now our method of learning conditional information to Douven’s exam-
ples and the Judy Benjamin Problem.

2.6.1 A Possible Worlds Model for the Sundowners Example

Example 1. The Sundowners Example (Douven and Romeijn (2011, pp. 645—
646))

Sarah and her sister Marian have arranged to go for sundowners at the Westcliff
hotel tomorrow. Sarah feels there is some chance that it will rain, but thinks they
can always enjoy the view from inside. To make sure, Marian consults the staff
at the Westcliff hotel and finds out that in the event of rain, the inside area will be
occupied by a wedding party. So she tells Sarah:

If it rains tomorrow, we cannot have sundowners at the Westcliff. (7)

Upon learning this conditional, Sarah sets her probability for sundowners and rain
to 0, but she does not adapt her probability for rain.

We model Sarah’s belief state as the Stalnaker model Mg, = (W, R, <, V) depicted
in Figure 4. W contains four elements covering the possible events of R, =R, S, =S,
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where R stands for “it rains tomorrow” and S for “Sarah and Marian can have
sundowners at the Westcliff tomorrow”.

Sarah interprets the conditional uttered by her sister Marian as saying that the most
similar R-world from the respective ‘actual’ world is a world that satisfies —S.
Note the symmetry to the scheme depicted in Figure 3. Critics may find reasons
why the default assumption in (ii).(b) of Section 2.4 is unjustified, and thus that we
encounter here the problem of underdetermination. However, as Douven himself
points out, the intuition in the Sundowners Example derives from the verdict that
whether or not it rains may affect whether or not they have sundowners, but not the
other way around: having sundowners simply has no effect whatsoever on whether
or not it rains.'® Hence, the change of belief between R and —R is more far fetched
than between S and —S. In other words, the worlds along the horizontal axis are
more similar than the worlds along the vertical axis. Consequently, min<, [R >
=S ] = wj.

-8

o (]
) )

B

. O C
RO )

Figure 4: A Stalnaker model for Sarah’s belief state in the Sundowners Example.

16Cf. Douven (2012, p. 8).
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Imaging on the minimally informative proposition [R > =S| = {wy, w3, w4} results
in

1 if s =w
PR S (w') = 3, Pw) - { s =1 }:

0 otherwise

PP S (w) =0 P75 (wy) = P(wy) + P(w2)

8
PRS (w3) = P(ws) PR (1) = POws) ®)

We see immediately that both intuitions associated with the Sundowners Exam-
ple are satisfied, viz. P®"™S(R) = P(R) = P(w{) + P(w;) and PP"™S(R A §) =
PR>S (1) = 0. We conclude that our method yields the intuitively correct results.

Although justified by Douven’s remarks, the Sundowners Example demands to
invoke the default assumption in order to avoid the problem of underdetermina-
tion. We will see in the following examples that more contextual information, in
particular additional factual information, may render the default assumption super-

fluous.!”

2.6.2 A Possible Worlds Model for the Ski Trip Example

Example 2. The Ski Trip Example (Douven and Dietz (2011, p. 33))

Harry sees his friend Sue buying a skiing outfit. This surprises him a bit, because
he did not know of any plans of hers to go on a skiing trip. He knows that she
recently had an important exam and thinks it unlikely that she passed. Then he
meets Tom, his best friend and also a friend of Sue’s, who is just on his way to Sue
to hear whether she passed the exam, and who tells him:

If Sue passed the exam, her father will take her on a skiing vacation. 9)

Recalling his earlier observation, Harry now comes to find it more likely that Sue
passed the exam.

We model Harry’s belief state as the Stalnaker model Mg, = (W,R,<,V) de-
picted in Figure 5. W contains eight elements covering the possible events of
E,-E,S,-S, B, -B, where E stands for “Sue passed the exam”, § for “Sue’s father
takes her on a skiing vacation”, and B for “Sue buys a skiing outfit”.

7Note that the Sundowners Example seems to be somewhat artificial. It seems plausible that
upon hearing her sister’s conditional, Sarah would promptly ask “why?” in order to obtain some
more contextual information, before setting her probability for sundowners and rain to 0. After all,
she “thinks that they can always enjoy the view from inside”.
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Harry interprets the conditional uttered by his friend Tom as saying that the most
similar E-world from the actual world is a world that satisfies S. Crucially, Harry
observed Sue buying a skiing outfit, and thus has the factual information that B.

In total, Harry learns the minimally informative proposition [(E > S) A B] = {w €
W | ming, [E] € [S] A B} = {wy,ws, ws}. Moreover, the default assumption states
that wi(E A S A B) = 1 is the most similar world to all worlds not included in the
minimally informative proposition [(E > S) A B] (see the caption of Figure 5).

(EAS A-B) (E A =S A—B)

(EASAB)O/’ {E A =S A B)

()

(mE AN=S A-B)

(=EAS AB) 7 (=E A =S A B)

e

Figure 5: An eight-worlds Stalnaker model for Harry’s belief state in the Ski Trip
Example. The blue arrows illustrate the change of the similarity order such that
the received and interpreted information [(£ > S) A B)] is minimally informative.
By the default assumption, wi(E A S A B) = 1 is the most similar world from
any =((E > §) A B)-world in case of underdetermination. Note that receiving the
factual information that B excludes all the worlds on the back of the cube. We see
that receiving factual information is very informative, as compared to obtaining
conditional information.

Imaging on the minimally informative proposition [(E > S) A B] = {w, w3, wa}
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results in

N 1 if wipas)g = W
P(E>S)/\B(W ) -p (W ) — Zw P(W) . { (E>S)AB }:

0 otherwise

P*(w1) = P(wy) + P(w2) + P(ws) + P(ws) + P(w7) + P(wg) P*(w2) =0

P*(w3) = P(w3) P*(w4) = P(wy)
P*(ws) =0 P*(wg) =0
P*(w7) =0 P*(wg) =0

(10)

Our method yields again the correct result regarding the intuition associated with
the Ski Trip Example: P*(E) > P(E), since P*(E) = P*(w;) and P(E) = P(w1) +
P(wz) + P(ws) + P(ws).

The just presented model of the Ski Trip Example is surprisingly simple. Critics
may say it is too simple: your model should not omit the relation between B and
S. Indeed, the first two sentences of the Ski Trip Example suggest that there is
some relation between Sue’s buying a skiing outfit and her going on a skiing trip
(or vacation). Intuitively, (a) going on a skiing trip is a good explanation for buying
a skiing outfit (S > B), and (b) buying a skiing outfit is a good predictor of going
on a skiing trip (B > §). Correspondingly, the critics may say that Harry rather
learns [(E > S)A(S >B)ABlor[(E>S)A(B>S)AB].

We will show now that our learning method’s result for the Ski Trip Example is
robust with respect to (a) and (b), i.e. it is compatible with assuming that Harry
assumes, knows, or learns (a) or (b) in addition to [(E > §) A B]. (Keep in mind,
however, that we have no need to explicitly assume or model any relation between
B and S in order to obtain the intuitively correct result.)

Let’s assume Harry knows (a) S > B. In total, he comes to know the minimally
informative proposition [(E > S) A (S > B)AB] = {w e W | ming [E] € [S] A
ming, [S] € [B] A B} = {wy, w3, ws4}. Since the minimally informative proposition
[(E > S)A(S > B) A B] is identical to the minimally informative proposition
[(E > §) A B], our method yields the same result. Hartmann and Rad (2017) make
and need an assumption similar to (a). “From the story it is clear”, they write, that
it “is more likely that Sue buys a new ski outfit if her father invites her for a ski
trip than if he does not” (p. 11). They represent the relation between B and S as
a directed arrow from S to B in a Bayesian network claiming this would “properly
represent the causal relation between these variables” (ibid.).

In contrast to the ‘causal relation’ between the variables, Harry could engage in the
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predictive inference from Sue buying a skiing outfit to raising the likelihood that
she will go on a skiing trip. So, let’s assume Harry thinks (b) B > S. In total, he
comes to know the minimally informative proposition [(E > S) A (B> S) A B] =
{w1, ws3}. Since the minimally informative proposition [(E > S)A(B > S)AB]isa
subset of the minimally informative proposition [(E > §)AB], our method yields an
even stronger result: if B is a predictor of S and B is believed, then it is (possibly)
even more likely that Sue passed the exam (E). We obtain P(E>SNB>AB(py >
PE>SINB(E)Y > P(E). (Notice that our method is also apt to handle cases when
Harry assumes, knows, or learns the conditionals (a) or (b) to a certain degree, as
we will illustrate in the discussion of the Judy Benjamin Problem.)

Of course, Harry could also be equipped with some other contextual knowledge.
Douven (2012, p. 11) himself, for example, provides an alternative picture:

Sue’s having passed the exam would, if true, explain why she bought
the skiing outfit; that makes her having passed the exam more credible.

Here, Douven seems to propose that Harry has a relation between B and E in mind,
viz. E > B (given he knows already E > S and B). On this picture, Harry learns in
total the minimally informative proposition [(E > S)A(E > B)AB] = {w1, w3, wa}.
We see that if S and B are related in the sense that they are both a ‘consequent’ of
E, our method yields again the correct result.

We take this as further evidence that our method’s result for the Ski Trip Exam-
ple is largely independent of and compatible with additional plausible assumptions
between its variables. If the respective additional assumptions correspond to dif-
ferent (admissible) interpretations, the robustness of the result could explain why
it is intuitively so clear that Harry should believe it more likely that Sue passed
the exam.'® In any case, our learning method needs fewer assumptions than the
other accounts to obtain the desired result for the Ski Trip Example. At the same
time, the result still stands if we adopt the additional assumptions on which Douven
(2012) as well as Hartmann and Rad (2017) rely.

2.6.3 A Possible Worlds Model for the Driving Test Example

Example 3. The Driving Test Example (Douven (2012, p. 3))

3In Giinther (2017), we generalise the proposed method to the learning of causal information,
which allows us to define an inference to the best explanation scheme, as Douven envisioned for the
Ski Trip Example.
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Betty knows that Kevin, the son of her neighbors, was to take his driving test
yesterday. She has no idea whether or not Kevin is a good driver; she deems it
about as likely as not that Kevin passed the test. Betty notices that her neighbors
have started to spade their garden. Then her mother, who is friends with Kevin’s
parents, calls her and tells her the following:

If Kevin passed the driving test, his parents will throw a garden party. (11)

Betty figures that, given the spading that has just begun, it is doubtful (even if not
wholly excluded) that a party can be held in the garden of Kevin’s parents in the
near future. As a result, Betty lowers her degree of belief for Kevin’s having passed
the driving test.

We model Betty’s belief state as the Stalnaker model Ms; = (W,R,<,V) de-
picted in Figure 6. W contains eight elements covering the possible events of
D,-D,G,—G,S,~S, where D stands for “Kevin passed the driving test”, G for
“Kevin’s parents will throw a garden party”, and S for “Kevin’s parents have started
to spade their garden”.

Betty interprets the conditional uttered by her mother as saying that the most sim-
ilar D-world from the actual world is a world that satisfies G. Furthermore, Betty
infers from her contextual knowledge that if Kevin’s parents are spading their gar-
den, then they will not throw a garden party, in symbols S > —G. Therefore, Betty
also obtains the information that the most similar S -world from the actual world is
a world that satisfies =G. Finally, Betty knows that Kevin’s parents have started to
spade their garden, and thus has the factual information that S.

In total, Betty learns the minimally informative proposition [(D > G) A (S >
—G)AS] ={w € W | ming [D] € [G] Aming [S] € [-G]AS} = {w4}. The obtained
information, although interpreted in a minimally informative way, is sufficient to
identify the actual world. Therefore, the Stalnaker model provides us with a unique
most similar world (to any other world) under the changed similarity order (see the
caption of Figure 6).
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Figure 6: An eight-worlds Stalnaker model for Betty’s belief state in the Driving
Test Example. There is only a single world that satisfies the ‘minimally informa-
tive’ proposition [(D > G) A (S > =G) A S]. For, [(D > G) A (S > -G)] = {w €
W | ming, [D] € [G] A ming ,[S] € [-G]} = {wa, ws, w7, wg}. Of those worlds only
wy 1s in the S -plane of the cube and thus the actual world.

Intuitively, Betty learns that she is in a S-world, since she factually obtains the
information that S. Hence, the conditional S > -G implies that =G is true in
the actual world. By the conditional D > G, we know that G is satisfied in the
most similar D-world from the actual world. Since —G is true in the actual world,
we know that the actual world is not a D-world. But then the actual world is a
—D-world. For, if the actual world w were a D-world, w would satisfy G. To
summarise, the actual world satisfies =D, =G, and, obviously, S.

Imaging on the minimally informative proposition [(D > G)A(S > =G)AS] = {wa4}
results in
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PO>ONS>=GAS (y7) = PH(w’) = 3, Pw) - { I if wpsG)as>-Gas =W }:

0 otherwise
P(w)) =0 P*(w2)=0
P'(w3) =0 P'(wy) =1
Pi(ws) =0 P*(we) =0
P'(w7) =0 P*(wg) =0

(12)

Our method yields again the correct result regarding the intuition associated with
the Driving Test Example: P*(D) < P(D), since P*(D) = 0 and P(D) = P(w) +
P(w;) + P(ws) + P(wg) > 0. The following Judy Benjamin Problem will show that
if Betty thinks that the conditional D > G or § > =G (or both) is/are uncertain,
then the probability shares for some other worlds will not reduce to zero. This fact
fits nicely with the Driving Test Examples’s remark that “given the spading that
has just begun, it is doubtful [or uncertain] (even if not wholly excluded) that a
party can be held in the garden of Kevin’s parents”. We will treat the learning of
uncertain conditional information in the next section.

2.6.4 A Possible Worlds Model for the Judy Benjamin Problem

We apply now our method of learning conditional information to a case, in which
the received conditional information is uncertain. We show thereby that the method
may be generalised to cases in which the learned conditional information is uncer-
tain, provided we use Jeffrey imaging. Following the presentation in Hartmann and
Rad (2017), we consider Bas Van Fraassen’s Judy Benjamin Problem.!”

Example 4. The Judy Benjamin Problem (Hartmann and Rad (2017, p. 7))

A soldier, Judy Benjamin, is dropped with her platoon in a territory that is divided
in two halves, Red territory and Blue territory, respectively, with each territory in
turn being divided in equal parts, Second Company area and Headquarters Com-
pany area, thus forming four quadrants of roughly equal size. Because the platoon
was dropped more or less at the center of the whole territory, Judy Benjamin deems
it equally likely that they are in one quadrant as that they are in any of the others.
They then receive the following radio message:

I can’t be sure where you are. If you are in Red Territory,

13
then the odds are 3 : 1 that you are in Second Company area. (13)

19Cf. Van Fraassen (1981, pp. 376-379).
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After this, the radio contact breaks down. Supposing that Judy accepts this mes-
sage, how should she adjust her degrees of belief?

Douven claims that the probability of R should, intuitively, remain unchanged after
learning the uncertain conditional information. Furthermore, the probability distri-
bution after hearing the radio message, i.e. P*, should take the following values:

1
PRAS) =2  PRAS)=
8 8

1 1 (14)
P*(=R A =- P(-RA=S)=-
( $)=7 PX $)=17

We model Judy Benjamin’s belief state as the Stalnaker model Mg, = (W, R, <, <’
, V) depicted in Figure 7. W contains four elements covering the possible events of
R,—R, S, S, where R stands for “Judy Benjamin’s platoon is in Red territory”, and
S for “Judy Benjamin’s platoon is in Second Company area”. The story prescribes
that the probability distribution before learning the uncertain information is given
by:

P(R/\S):P(R/\—|S):P(—|R/\S):P(—|R/\—|S)=% (15)
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Figure 7: A Stalnaker model for Private Benjamin’s belief state in the Judy Ben-
jamin Problem. The blue arrows illustrate the specification of a similarity order <’
such that the received information [R > S] is minimally informative. Note that each
world having a blue arrow satisfies R > §. The red arrows illustrate the specifica-
tion of another similarity order <#<’ such that the received information [R > —=§]
is minimally informative. Each world having a red arrow satisfies R > —=S. In
sum, the similarity orders are specified such that one makes [R > S] a minimally
informative proposition and the other makes [R > —S] a minimally informative
proposition. By the default assumption, we obtain mine . _[R > S] = w; and
minS:v(R>S):l [R > =S] = wy. Note that under <, worlds w3 and w4 satisfy R > S,
under <’ they satisfy R > —S. The teal arrows represent the transfer of k - P(w),
while the violet arrows represent the transfer of 1 —k- P(w). The application of Jef-
frey imaging on [R > S ] with k = % leads to the following probability distribution:

P5 (ws) = 3+ P(ws) + g - POws) and Pi™5 (wy) = 3 - P(wa) + 7 - Pwa), whereas
iy

4
1

PE>S(wy) = 3+ P(wy) + 2 - P(w2) and PR>S (wy) = £ - P(w1) + 1 - P(w»).
4 4

In the previous examples, our agents learned a Stalnaker conditional & > y with
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certainty. According to Theorem 1, this amounts to the constraint that P(a > y) =
P%(y) = 1 (provided « is not a contradiction). Given this constraint and since P
is a probability distribution, we have P*(—~y) = 1 — P%(y) = 0. This means that we
were able to probabilistically exclude any —y-world under the supposition of a.

Now, our agent Judy Benjamin learns a Stalnaker conditional with uncertainty.
According to Theorem 1, this amounts in this case to the constraint that P(R > §) =
PR(S) = 3. By the law of total probability, we obtain P(R > =S) = PR(=S) = . In
contrast to learning conditional information with certainty, we cannot subtract the
whole probabilistic mass from the =S -worlds under the supposition of R. However,
Judy Benjamin is informed from an external source about the proportion to which
she should gradually ‘exclude’ or downweigh the probability share of =(S > R)-
worlds. Equivalently, we may say that the most similar S > R-world (from any
=(S > R)-world) obtains a gradual upweight of probability such that it receives
% of the probability shares of the —(R > §)-worlds; in turn, however, this =(S >
R)-world then receives a probability share from the R > §-world weighed by %.
Note that in Stalnaker models =(S > R) = § > —R given a similarity order (and
provided S is possible). Judy Bejamin’s learning process may thus be modeled
by considering the degree of belief in two Stalnaker conditionals that are, under a
single similarity order, by the principle of Conditional Excluded Middle, mutually
exclusive.

We apply now Jeffrey imaging to the Judy Benjamin Problem, where a source
external to Judy provides her with the information that k = %.

PESwy = Z(P(w) { ko ifwees =W }+P(w) { (L= i weoos = w })

— 0 otherwise 0 otherwise
(16)

Given the probability distribution before the learning process in Equation (15),
Judy obtains the following probability distribution after being informed that P(R >
S)=32:
3
Py w) = PYO(RAS) = ¢ PP () = PY (R A =S) =
i 1 i i

(17)

1

PS5 (ws) = PR (R AS) = 7 P (wa) = PSR A =S) =
4 4 4

A= 00| =

IS

Our learning method using Jeffrey imaging matches the intuitions Douven claims
to be correct for the Judy Benjamin Problem. Note, in particular, that P®>S(R) =
I

PR) = 1.
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3 Conclusion

We have seen that Douven’s dismissal of the Stalnaker conditional as a tool to
model the learning of conditionals is unjustified. Rather, the learning may be mod-
elled by Jeffrey imaging on the meaning of Stalnaker conditionals under the fol-
lowing two conditions: (i) the similarity order of the Stalnaker model is changed in
a way such that the meaning of the conditional is minimally informative, and (ii)
the default assumption is in place. The proposed learning method leads to the intu-
itively correct results in Douven’s examples and complies with Douven’s intuition
for the Judy Benjamin Problem.

The minimally informative meaning of a Stalnaker conditional corresponds to the
meaning of the material implication. So why — for the sake of simplicity — do we
not propose a method of learning conditional information by Jeffrey imaging on the
material implication? There are two reasons. First, the application of Jeffrey imag-
ing is defined with respect to similarity orders independent of using the material
implication or the Stalnaker conditional. In addition, the equivalent of the default
assumption for the material implication requires (an equivalent to) a similarity or-
der as well. Hence, the proposal to Jeffrey image on the material implication is
prima facie not more simple than our proposal.

Second, it is far from clear how to formulate Jeffrey imaging and the default as-
sumption for the material implication with respect to uncertainty, contextual in-
formation and nested conditionals, as we did for the Stalnaker conditional. The
material implication and the minimally informative interpreted Stalnaker condi-
tional come apart when negated. Whereas the negation of the material implication
carries the strong information [@ A —y], the negation of the minimally informative
proposition expressed by a Stalnaker conditional, i.e. [-(a@ > ¥)]nin, IS again a
minimally informative proposition, viz. [@ > —¥]u, = [-a V =y]. As should
be clear by now, this difference is crucial for the learning of uncertain conditional
information by Jeffrey imaging and shows that the Stalnaker conditional is better
suited than the material implication.

Even if we try to repair the material implication account by simply stipulating that
—(@¢ — y) means @ — —y (which it doesn’t!), we run into further problems when
considering nested conditionals. Our learning method validates the import-export
principle for right-nested conditionals, i. e. [@ > (8 > ¥)]min = [(@AB) > ¥]min, and
minimally informative interpreted right-nested Stalnaker conditionals correspond
to their material counterparts given their usual meaning, i.e. [@ > (8 > Y)lmin =
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[@ — (B8 — y)]. However, for left-nested conditionals, we obtain [(@ — 8) — y] C
[(@ > B) > V]min C [(@AB) > ¥)]min, a divergence between the material implication
and the Stalnaker conditional that is not easily overcome.

As we have just defended against the material implication, the proposed learning
method is based on Stalnaker’s semantics for conditionals. We are not claiming
that Stalnaker’s semantics are the correct semantics for conditionals. Rather the
employed semantics seem to be a good approximation. However, we are committed
to the following conditional claim: if Stalnaker’s semantics for conditionals are
considered to be correct, or at least rational (for many cases), then the proposed
learning method should be considered correct, or at least rational (for those cases).

In Giinther (2017), we adapt the proposed method to the learning of uncertain
causal information. The adaptation is inspired by Lewis (1973)’s notion of causal
dependence for Stalnaker conditionals. This move allows us to formally implement
Douven (2012)’s idea of how the degree of belief in the antecedent should change
as a result of its explanatory status when learning a conditional. The combina-
tion of the methods provides a unified framework that manages to clearly discern
between the more informative causal and merely conditional interpretation of a
conditional.?® Moreover, the follow-up paper includes a brief comparison between
the proposed account and Douven’s as well as Hartmann and Rad’s account of
learning conditional and/or causal information.
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20This paper and Giinther (2017) overlap insofar the latter contains parts of the proposed method
of learning conditional information as a constituent of the adapted method. In Giinther (2017), only
the adapted method for learning causal information is applied to Douven’s examples and the Judy
Benjamin Problem; the proofs for Theorem 2 are not included.
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A A Possible Worlds Model of the Jeweller Example

Following the presentation in Douven and Romeijn (2011), we consider the Jew-
eller Example.

Example 5. The Jeweller Example (Douven and Romeijn (2011, p. 654))

A jeweller has been shot in his store and robbed of a golden watch. However, it
is not clear at this point what the relation between these two events is; perhaps
someone shot the jeweller and then someone else saw an opportunity to steal the
watch. Kate thinks there is some chance that Henry is the robber (R). On the other
hand, she strongly doubts that he is capable of shooting someone, and thus, that
he is the shooter (§'). Now the inspector, after hearing the testimonies of several
witnesses, tells Kate:

If Henry robbed the jeweller, then he also shot him. (18)

As a result, Kate becomes more confident that Henry is not the robber, while her
probability for Henry having shot the jeweller does not change.

We model Kate’s belief state as the Stalnaker model Ms; = (W,R, <, <" V) de-
picted in Figure 8. W contains four elements covering the possible events of
R,—R,S,—S, where R stands for “Henry is the robber”, and S for “Henry has
shot the jeweller”. The example suggests that 0 < P(R) < 1 and P(S) = € for a
small €, and thus P(—=S) = 1 — €. The prescribed intuitions are that P*(R) < P(R)
and P*(S) = P(S). We know about Kate’s degrees of belief before receiving the
conditional information that 0 < P(w;) + P(wy) < 1 and P(w;) + P(w3) = €, as
well as P(w;) + P(wg) = 1 — €. Note that Kate is ‘almost sure’ that =S, and thus
we may treat —S as ‘almost factual’ information.
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Figure 8: A Stalnaker model for Kate’s belief state in the Jeweller Example. The
blue arrow indicates the unique wg>s)a-s)-world under <. The red arrows indicate
that each world is its most similar =((R > S)A =S )-world under <’. The teal arrows

represent the transfer of (1 —€) - P(w), while the violet arrows represent the transfer
of € - P(w).

Kate receives certain conditional information. She learns the minimally infor-
mative proposition [R > S| = {wy, w3, wa} such that P(R > §) = PR(S) = 1.
By the law of total probability, P(R > —S) = PR(=S) = 0. Taking her un-
certain but almost factual information into account, Kate learns in total the min-
imally informative proposition [(R > S) A =S], which is identical to {w4}. By
PR>S)=1,P(R>S)A~S)=P(=S) =1-¢€ Note the tension expressed
in P((R > §) A —=S) =1 — e Itbasically says that S is almost surely not the case
and, under the supposition of R, we exclude the possibility of —S. Intuitively, the
thought expressed by this statement should cast doubt as to whether R is the case.

By =(R> S)A=S) =R >-5)VS, we also know that P(R > =S)V .S) = €. Note
that the proposition [(R > §) A =S] = {w4} (interpreted as minimally informative)
specifies a similarity order < such that wgss)a-s = w4 for all w. In contrast,
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the proposition [(R > —S) Vv S] is minimally informative in a strong sense, since
it does not exclude any world w. Hence, the ‘maximally inclusive’ proposition
[(R > =S) Vv S] = {w,wz, w3, ws} specifies a similarity order <’#< according to
which WR>-S)v§ =W for each w.

We apply now Jeffrey imaging to the Jeweller Example, where k = 1 — €.

(R>SIA-S ;N psp f 1-€ ifwgrss)n-s =w
Proem =P = Z(P(W) { 0 otherwise }+
" (19)

€ ifwgrs-svs =w
P(w) - ,
) { 0 otherwise )

We obtain the following probability distribution after learning:

Pi_.w)=P_(RAS)=¢€-P(w) Pj_(w2)=P]_(RA-S)=¢€-P(w)

Pi_.(w3)=P|_(—-RAS) =€ P(w3) Pi_(ws) = P{_.(-R A =S)

= (1 =€) - (Pw1) + P(w2) + P(w3)+

P(wy)) + € - P(w4)
(20)
The results almost comply with the prescribed intuitions. The intuition concerning
the degree of belief in R is met: P*(R) < P(R), since P]__(w) + P|_(w2) <
P(wy) + P(wy). The intuition concerning the degree of belief in S is ‘almost’ met:
Pi_(S) = P(S), for P(wy) + P(w3) = € and P]__(w1) + P|_(w3) = P(w) - € +
P(w3) - € = €. In words, the method gives us the result that Kate is now pretty sure

that Henry is neither the shooter nor the robber.
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